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The rapid growth of Generative AI (GenAI) usage among university students is reshaping higher
education at an extraordinary rate. A 2025 survey from the Higher Education Policy Institute and
Kortext shows that 92% of students now use GenAI, up from 66% the year before. However, only 36%
of students have received any formal AI training, highlighting a significant gap between usage and
understanding. This gap presents a critical challenge for universities: how can they harness the
educational potential of GenAI while maintaining academic integrity?

The Rise of GenAI in Education

Students are incorporating GenAI into nearly every aspect of their academic work, from clarifying
complex topics and summarizing materials to brainstorming essay ideas. GenAI tools have evolved
into digital learning aids. However, the distinction between assistance and replacement is becoming
more difficult to discern, with 18% of students admitting to copying AI-generated content directly into
their assignments. While most students use AI as a tool, not a replacement, the risk of academic
misconduct continues to grow.

The widespread use of GenAI is largely driven by practical benefits. Many students report that AI tools
save time (51%) and enhance the quality of their work (50%). Nevertheless, they are also concerned
about being accused of cheating or receiving inaccurate or biased results. As one student stated, “I
enjoy working with AI as it makes life easier when doing assignments; however, I do get scared I’ll get
caught.”

While addressing cheating is important, the real opportunity lies in encouraging responsible use. When
students actively engage with AI-generated content—by reading, verifying, and improving it—they not
only enhance the accuracy of their work but also gain more confidence in their academic integrity. This
shift transforms AI from a shortcut into a tool for learning, reducing concerns about misconduct by
emphasizing student ownership and honesty.

Educational Benefits of GenAI

Although cheating concerns dominate discussions, the educational advantages of GenAI are equally
significant. A recent meta-analysis published in Humanities and Social Sciences Communications
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examined over 70 studies and found that ChatGPT had a substantial positive impact on student
performance, learning perceptions, and higher-order thinking.

These benefits were evident across a wide range of academic disciplines, including STEM, language
learning, and writing. When integrated thoughtfully into course design, AI can enhance comprehension,
support personalized learning, and foster critical thinking. However, the study cautions against
uncritical use, emphasizing the need for strategic implementation.

GenAI should be used with care—tailored to specific course objectives and teaching models. For
example, integrating AI tools for four to eight weeks produced the best outcomes. Unstructured use of
AI, without proper guidance, may undermine both its effectiveness and students’ ability to learn
independently.

Rethinking Assessment and Academic Integrity

The introduction of GenAI presents a significant challenge to traditional assessment methods. As
Josh Freeman, author of the Kortext report, pointed out: “Every assessment must be reviewed to
ensure it can’t easily be completed using AI.” Universities must move beyond reactive tools for
detecting AI-generated work, which are often unreliable and prone to false positives. Instead,
assessments should focus on valuing the process rather than just the final product.

Some innovative strategies to address this include:

Reflective writing on AI use and decision-making
Oral defenses of written work
Annotated drafts showing interaction with AI tools like DocuMark
In-class synthesis and peer discussions

These approaches not only reduce the risk of misconduct but also promote metacognition and digital
responsibility, helping students understand how to think critically in an AI-enhanced world.

The Need for AI Skills Training

Despite the widespread use of GenAI, only about a third of students receive formal AI training. This
leaves many students navigating powerful tools without sufficient guidance, which increases confusion
and ethical concerns. Furthermore, the benefits of GenAI are not evenly distributed. STEM students
and those from wealthier backgrounds tend to use AI more frequently and with greater confidence,
deepening the digital divide.

To address this, universities must prioritize AI literacy as a fundamental academic skill. This includes:

Teaching prompt engineering and source verification
Integrating ethical AI use into coursework
Utilizing tools like DocuMark to encourage students to critically review and verify AI-generated
content
Offering frameworks like Bloom’s taxonomy to guide meaningful engagement
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Such training will help students use AI thoughtfully, improving both their academic performance and
preparing them for careers in an AI-driven workforce.

Creating Inclusive and Informed AI Policies

The future of AI in education should not be shaped in isolation. Institutions need to adopt policies that
reflect a diverse range of perspectives and global experiences. Inclusive policymaking ensures that AI
integration respects various cultural, disciplinary, and ethical contexts.

Effective policies should:

Be clear, transparent, and consistently communicated
Balance technological innovation with academic integrity
Promote collaboration across institutions to share best practices

As one student pointed out, current guidance is confusing: “It’s not banned but not advised; it’s
academic misconduct if you use it, but lecturers tell us they use it.” Clear and supportive
communication is crucial to reducing anxiety and preventing misuse.

Teaching with AI, Not Against It

Generative AI is here to stay and is transforming how students learn, think, and communicate
knowledge. Universities now face a critical decision: resist this transformation and risk irrelevance, or
embrace it by equipping students with the skills, ethics, and critical thinking needed for an AI-enhanced
future.

AI in education should not be feared or ignored—it must be taught, guided, and integrated thoughtfully.
As the use of AI tools becomes nearly universal, ensuring that every student is prepared for the future
and that academic standards remain intact should be a priority. AI literacy must become a strategic
focus for institutions that aim to provide excellence and equity in higher education.

Start your institution’s journey towards AI literacy by scheduling a personalized demo of DocuMark.
Discover how our platform can help educators and students use generative AI responsibly, confidently,
and ethically, fostering academic integrity at all levels. Lead the way in AI education with DocuMark.
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